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Abstract 
This paper proposes a real-time intelligent garbage monitoring system (RIGMS) testbed for 

IoT cybersecurity research. The testbed is established by realistic devices in the physical 

world, which is a stage in the process of municipal waste disposal. Multiple-mix-attacks 

were conducted based on the testbed. During the attack scenarios, the network activities were 

analyzed, and the traffic features were extracted to design a representative RIGMS dataset 

for training and verifying the authenticity of the machine learning based models. In this paper, 

five advanced ML models were utilized to detect the cyber-attacks. Experiment results 

verified the feasibility of implementing learning based models to detect multiple-mix-attacks. 

 

1. Introduction  

Nowadays, the internet of things (IoT) has grown into a global giant, grabbing hold of 

every facet of our everyday lives and benefiting people with its unrestricted intelligent 

technologies. However, due to the fast-growing demand for IoT facilities without matched 

access control, IoT systems can be vulnerable to collapse in the face of massive attacks. 

According to recent surveys, more than 186% increase in the records of large-scale IoT attacks 

has been observed in the past three years [1-3].  

As an alternative to conventional security schemes, machine learning (ML) based schemes 

appear to be a promising option for IoT security. Many existing research has proposed some 

state-of-the-art learning based models to address the specific single attacks and achieved 

notable performances [4-9]. However, an advanced invader can perform various attacks in a 

collaborative manner, called multiple-mix-attacks, leading to more serious damage [10, 11]. To 

resolve this new challenge, a realistic and representative dataset for IoT multiple-mix-attacks 

is necessary for training and verifying the authenticity of the learning based models. 

In this paper, a real-time intelligent garbage monitoring system (RIGMS) testbed was 

established to investigate the feasibility of implementing learning based models to detect cyber-

attacks. This testbed was constructed using facilities conducted in the physical world. Multiple-

mix-attacks were deployed on the testbed to understand how IoT devices behaved in the 

network when infected. Also, the network activities were captured for traffic analysis, and the 

behaviors and features of the traffic were extracted to build a new RIGMS dataset. Furthermore, 

five advanced ML models were utilized for training and testing based on the proposed dataset. 

Ultimately, experiment results were analyzed to evaluate the effectiveness of implementing 

ML models to detect IoT multiple-mix-attacks. 
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2. Literature Review 

This section goes through the key concepts of this work, including IoT security attacks 

and learning based detection. Furthermore, many related research works have been reviewed, 

and gaps in existing knowledge have been identified. 

2.1. IoT Security Attack 

IoT Security Attack is one of the most crucial challenges in realistic IoT systems, which 

has gained extensive attention in recent IoT research. Most recently, many literature studies 

have discussed specific IoT security attacks and corresponding defensive schemes. 

Vishwakarma and Jain[2] discussed the principle of botnets and malware being deployed to 

Distributed DoS and proposed a dependable DDoS defense technique to recognize the security 

gaps. Arshad, et al.[1] proposed the THC-RPL scheme to detect malicious Sybil nodes in the 

IoT network, which significantly reduced the packet loss rate while maintaining lower power 

consumption. Besides, there were many papers focusing on the potential security challenges of 

IoT systems [12-14].  

However, most of these works addressed only specific solutions to single security attacks. 

Still, few considerations are given to an advanced invader, who may collaboratively perform 

multiple attacks from different sources [15, 16], as shown in Fig.1. To advance the research in 

this domain, we propose a realistic and representative dataset for multiple-mix-attacks which 

can be used to train and evaluate relevant attack detection strategies. 

 
FIGURE 1 AN ILLUSTRATION OF IOT MULTIPLE -MIX -ATTACKS  

2.2. Learning Based Detection 

Learning Based Detection is based on ML techniques that optimize model performance 

and effectiveness through learning existing datasets and previous experience [14]. In brief, 

learning based detection can be classified into four domains, as shown in Fig.2.  
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FIGURE 2 IOT SECURITY ATTACKS AND CORRESPONDING DEFENSIVE METHODS 

Authentication methods improve the cybersecurity of IoT systems to distinguish benign 

nodes from malicious nodes and effectively prevent identity-based attacks, such as 

eavesdropping and Sybil attacks [17, 18]. Secure offloading enables IoT facilities to utilize the 

resources of the cloud and server for computationally intensive and time-critical tasks [19]. 

Access control can effectively block unauthorized users from accessing devices and resources 

on the IoT network [20, 21]. Malware detection techniques help IoT networks defend against 

malicious malware, such as rootkits, Trojans and viruses [22, 23]. 

FIGURE 2 AN ILLUSTRATION OF IOT MULTIPLE -MIX -ATTACKS  
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As illustrated in Table.1, many papers have proposed various advanced learning based 

detection methods to prevent specific IoT attacks and improve cybersecurity [1, 2, 9, 11, 15, 17, 18, 21, 

23-25]. The Q-learning schemes proposed by Xiao, et al.[17] performed well in the face of both 

spoofing and jamming attacks, which reached an accuracy of 96.7% and a precision of 95.8%. 

The SVM model proposed by Ozay, et al.[23] could effectively identify and detect intrusion and 

spoofing attacks from the same sources, which achieved a satisfactory accuracy of 99.86%. 

Despite their efforts, most of the solutions suggested by these studies seldom focus on 

sophisticated attacks from different sources. At the same time, multiple-mix-attacks were 

absent in most of the training and testing process due to the lack of representative datasets. In 

this paper, to investigate the feasibility of implementing ML models to detect multiple-mix-

attacks, five advanced ML models were trained based on the representative RIGMS dataset. 

2.3. Related Literature Works  

 IoT attacks are constantly evolving and developing to breach security mechanisms. 

Therefore, utilizing advanced security schemes in IoT systems is paramount to detecting and 

preventing unknown attacks. In this sense, the design of representative datasets based on 

physical IoT devices and realistic IoT network advances the research in this domain. Most 

recently, some related literature works proposed various testbeds and corresponding datasets, 

as compared in Table.2[26-31]. 

TABLE 2 A SUMMARY OF RELATED WORKS 

Testbeds & Datasets  Benign Records Malicious Records Key Words 

HBB (2014)[26] null 77,054 HTTP flooding method, without benign traffic 

IRC-centric (2006)[27] null 227,784 Real-world botnet, without benign traffic 

SCADA (2019)[28] 427,934 6,622,054 Realistic IIoT environments, online deployment 

Botloader (2014)[29] 7,417,070 29,662,465 Mix of two-way traffic, with large-scale DDoS 

DDoSTB (2017)[30] 2,218,761 557,646 Complex and advanced hardware systems 

IoT-23 (2020)[31] 30,854,735 298,490,308 Abundant, captures in controlled environment 

Proposed RIGMS (2022) 2,070,012 97,086 Multiple-mix-attacks, with detailed features 

  

 To build the representative datasets, numerous testbeds were constructed. To begin with, 

the HTTP-based botnet (HBB) testbed proposed by Alomari, et al.[26] relied on an advanced 

server, to analyze a real-time HTTP-based botnet attacks. In their work, a complete Web-

access-log infected by a botnet was first suggested for researchers. Besides, the IRC-centric 

testbed designed by Livadas, et al.[27] made use of a real-world botnet called ñKaiten,ò which 

could launch the DDoS attack to the victim host. However, both of HBB-testbed and IRC-

centric testbed were not included benign traffic, which led to deviations from the real network 
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environment. Contrary to their approaches, our testbed takes advantage of Ostinato[32] and 

EXPLIoT[33] to generate benign and malicious traffic simultaneously. 

 Focusing on cyber-vulnerability assessment and susceptibilities countering, Zolanvari, et 

al.[28] implemented their SCADA system testbed, in order to design a ML model to efficiently 

detect malicious Intrusion Detection System (ICS) network traffic. In their work, a notable 

contribution was the proposed evaluation strategy of online deployment since most related 

work only presents the performance of models during the training and test phase. Whereas, as 

mentioned by Zolanvari, et al.[28], their dataset did not contain enough features to describe the 

relationship between benign activities and malicious activities, which caused the dataset 

inconvenient to be used by other researchers. Also, similar shortcomings appeared in the 

Botloader testbed proposed by Bhatia, et al.[29] and DDoSTB suggested by Behal and Kumar[30]. 

In our work, the proposed RIGMS datasets provided detailed information about the traffic 

features, which provides more convenient and useful training and testing samples for research. 

3. RIGMS Testbed & RIGMS Dataset 

This section starts with introduction of our previous work and the novelty of this paper. 

Further, the design of the proposed RIGMS dataset and the methodology of corresponding 

feature extraction have been detailedly explained. 

3.1. Realistic Testbed Establishment 

A realistic IoT testbed is required to explore real cyberattacks and collect representative 

datasets, including benign and malicious traffic. In this sense, a real-time intelligent garbage 

monitoring system (RIGMS) testbed is proposed to simulate the real-world environment as 

closely as possible. Figure 3 shows the main components of the RIGMS testbed, and Table 3 

shows brief descriptions of the devices equipped in the system. We built the RIGMS testbed 

environment at the IoT Cyber Range Lab of Fuzhou University, China. The more detailed 

establishment process and related parameters of each device can be found in Ref. [34, 35]. 

 
FIGURE 3 THE MAIN COMPONENTS OF THE RIGMS  TESTBED 
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As illustrated in Figure 3 and Table 3, the RIGMS testbed is equipped with three different 

sensors: Temperature Sensor (TS), Humidity Sensor (HS), and Ultrasonic Sensor (US). The 

sensor cluster monitors the temperature, humidity and remaining space of the garbage bins in 

real-time. Once the state value reaches the threshold level or runs out of the designated range, 

the related sensor will send alarm signals to the ESP Module. Integrated in the NodeMCU IoT 

platform, the ESP Module is utilized for data transmission and simple edge computing. When 

ESP Module receives the warning signals from sensors, it transmits the signal to the Ali Cloud 

server. Further, the server would display the warning information on the back-end dynamic 

web page, including the position, accident conditions, and specific status of the garbage bin. 

In this paper, we have improved our testbed by adding the Human Machine Interface, 

which can be used by administrators to control and monitor the testbed in real-time. Also, our 

testbed takes advantage of Ostinato[32], EXPLIoT[33] and Kali Linux[36] to generate benign and 

malicious activities simultaneously. Third, Firmware Analysis and Comparison Tool 

(FACT)[37] is utilized for traffic analysis and Argus Tool [38] is used for feature extraction and 

forensic analysis. Finally, the proposed RIGMS testbed adopts the Modbus communication 

protocol [39], which is one of the most popular protocols in the area of Industrial IoT. 

 

  



 

7 
 

3.2. Attack Scenarios Analysis 

 To the best of our knowledge, no research has focused on a realistic IoT system testbed 

for multiple-mix-attacks. In this paper, we utilized Ostinato[32] for conducting continuous 

benign traffic. To ensure the IoT attacks come from different sources, EXPLIoT[33] and Kali 

Linux[36] were simultaneously employed to generate malicious cyber-attack activities. It should 

be noted that we deliberately designed our dataset to be unbalanced. The percentage of 

malicious activities was less than 6.00%, which could make the testbed environment as similar 

as possible to the real-world networks [40, 41]. In the attack scenarios, twelve types of traffic 

activities, including Distributed Denial-of-Service (DDoS), SQL Injection and Jamming, were 

generated from four separate sources (Testbed, Ostinato, EXPLIoT and Kali Linux). Table 4 

illustrates the statistical information of the trafýc activities in attack scenarios. 

 

As shown in Table 4, most of the benign traffic is generated by Ostinato, at the same time, 

there is also some normal traffic from the testbed itself. Moreover, the multiple-mix-attacks 

scenarios are conducted by EXPLIoT and Kali Linux. All of the related data generated in the 

attack scenarios, as well as the benign traffic are collected and recorded by FACT[37], where 

the recorded average data rate is 890 kbit/s and the average packet size is 294.6 bytes. 

3.3. Traffic Feature Extraction & Label Definition 

Once the traffic activities are collected and recorded, further work is to extract the traffic 

feature which can be used to distinguish malicious activities from benign or normal activities. 

As far as feature extraction is concerned, the researcher in Ref.[28] suggested a valuable method 

to select traffic features for ML model training. Also, the related work proposed in Ref.[40] 

demonstrated the effectiveness of Argus Tool[38] for feature capture. Inspired by their works, 

in this paper, the continuous variation between benign and malicious activities was analyzed 

using Argus Tool. Based on the literature works and our analysis, the feature extracted for our 

dataset is shown in Table 5. Ultimately, all the data was labeled either benign traffic (0) or 

malicious traffic (1). 
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TABLE 5 FEATURES EXTRACTED FOR PROPOSED DATASET 

Features Types Features Types 

Total Packets (ToPks) Integer Destination Packets (DsPks) Integer 

Total Bytes (ToBys) Float Destination Bytes (DsBys) Float 

Total Load (ToLod) Float Destination Load (DsLod) Float 

Total Rate (ToRat) Float Destination Rate (DsRat) Float 

Total Loss (ToLos) Float Destination Loss (DsLos) Float 

Total Port (ToPot) Integer Destination Port (DsPot) Integer 

Source Packets (SoPks) 

 

Integer Mean Flow (mean) Float 

Source Bytes (SoBys) 

 

Float Source Jitter (SoJtr) Float 

Source Load (SoLod) Float Destination Jitter (DsJtr) Float 

Source Rate (SoRat) Float Source Interpackets (SoIpk) Float 

Source Loss (SoLos) Float Destination Interpackets (DsIpk) Float 

Source Port (SoPot) Integer Total Percent Loss (TpLos) Float 

 
 

4. Learning Based Models & Performance Evaluation 

This section describes the learning based models used in the paper and the evaluation 

methodology utilized to measure the performance of the models. 

4.1. Experiment Analysis 

As shown in Figure 4, some cyber-attacks (e.g. DDoS, SQL Injection) can be easily 

reconnoitered while some other attack activities, such as PortScanner and Data Theft, are 

difficult to detect. In this case, the rule-based mechanisms suggested in Ref.[42, 43] would fail 

since the feature of the traffic is too subtle to recognize. On the other hand, the related works 

proposed in Ref. [28, 40] demonstrated the feasibility of utilizing ML for subtle feature detection.  

 
FIGURE 4 VARIOUS TRAFFIC ACTIVITIES  
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In this case study, our RIGMS dataset includes a total of 2167098 traffic samples for 

training and testing, where 80% of data was used for model training and 20% for model testing. 

Figure 5 illustrates the flow of the experiment, where the input is the 24 selected features, while 

the output is either benign traffic (0) or malicious traffic (1), as motioned in Section 3. 

 

FIGURE 5 THE PROCESS OF EXPERIMENT  

4.2. Model Training & Testing 

As mentioned in Section 2, this paper aims to investigate the feasibility of implementing 

ML models to detect multiple-mix-attacks. Therefore, five advanced learning based models are 

utilized for intrusion detection and attack recognition (Fig 5). Table 6 shows the performance 

metrics of these five ML models proposed by related literature reviews [12, 14]. Based on the 

related research [17, 18, 23, 24, 44], this paper also utilized the Keras Library [45] and scikit-learning 

library [46] to implement these models, which were trained and tested over the proposed RIGMS 

dataset. Next, the experiment results are compared and discussed in section 5. 

TABLE 6 A SUMMARY OF PERFORMANCE METRICS 

Ref.  ML Model Accuracy Precision Recall F1-Score 

[17] Q-learning 96.7% 95.8% 98.9% 97.3% 

[18] NN 99.03% 97.89% 100% 98.9% 

[23] SVM 99.86% 96.71% 99.23% 97.95% 

[24] MCA 97.2% 96.4% 95.7 96.1% 

[44] Random Forest 98.5% 96.7% 95.1% 95.9% 

   NN: Neural Network   SVM: Support Vector Machine   MCA: Multivariate Correlation Analysis 
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4.3. Performance Evaluation 

After model training and testing, the next step is performance evaluation. Generally 

speaking, the experiment result of training and testing is usually assessed by metrics derived 

from the confusion matrix [4, 47], as shown in Table 7.  

TABLE 7 CONFUSION MATRIX FOR EVALUATION 

Traffic Data Classified as Benign Classified as Malicious 

Benign Sample True Negative (TN) False Negative (FN) 

Malicious Sample False Positive (FP) True Positive (TP) 

 
 

As mentioned in Section 3, to simulate the real-world network environment as similar as 

possible, the dataset was deliberately designed to be unbalanced, where the amount of benign 

traffic is far more than malicious traffic. In this case, the benign sample is dominant in number, 

leading to biased results. So, the Accuracy metric is not representative and reliable to evaluate 

the performance of the ML models in this scenario. In order to avoid a biased analysis, credible 

metrics (False Alarm Rate and Un-Detection Rate) have been suggested [48]. Therefore, in 

addition to Accuracy, the FAR and UND metrics also be used in the performance evaluation. 

Table 8 illustrates several evaluation metrics and their corresponding formulas. 

 

5. Result & Analysis 

The section presents the numerical results of the experiment described in Section 4, as well 

as the discussion based on comparison and analysis. 

5.1. Numerical Results 

 Table 9 shows the numerical results for the three performance metrics of the five learning 


